
OpenAI modifie ses conditions
d’utilisation pour ChatGPT
Le 10 janvier dernier, OpenAI a apporté des modifications
importantes  à  ses  conditions  générales  d’utilisation  de
ChatGPT. La référence « à l’armée et à la guerre » a été
retirée de la liste des utilisations interdites de cet agent
conversationnel. Cette décision a soulevé des questions sur
les possibles conséquences de ce changement.

Nouvelles interdictions plus larges
La  mise  à  jour  des  conditions  d’utilisation  de  ChatGPT  a
suscité des interrogations quant à un éventuel changement de
position de la part d’OpenAI. Selon un article publié sur
01net.com, la société a opté pour des principes d’interdiction
plus larges, ce qui signifie que certains usages précédemment
interdits pourraient désormais être autorisés.

Avant  cette  modification,  l’utilisation  «  militaire  ou  de
guerre » était clairement interdite. Cela excluait OpenAI de
travailler avec des agences gouvernementales ou des armées.
Cependant, cette restriction a été assouplie, ouvrant ainsi la
possibilité  de  potentielles  utilisations  militaires  de
ChatGPT.

Retournement de situation ou simple
clarification?
Niko Felix, porte-parole d’OpenAI, a expliqué que la nouvelle
politique ne permettait pas l’utilisation de leurs outils pour
nuire à des personnes, développer des armes, surveiller des
communications,  blesser  d’autres  personnes  ou  détruire  des
biens.  Cependant,  il  a  mentionné  l’existence  de  «  cas
d’utilisation bénéfique liés à la sécurité nationale » qui
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pourraient être autorisés.

Cette décision survient à un moment où les agences militaires
du monde entier manifestent un intérêt croissant pour l’IA.
Sarah Myers West, directrice générale de l’AI Now Institute, a
souligné  que  cette  modification  intervient  après  que  des
systèmes d’IA ont été utilisés pour cibler des civils à Gaza,
laissant entendre que l’usage militaire de l’IA n’était pas
sans risques.

Une mise à jour pour plus de clarté
Malgré les inquiétudes soulevées, OpenAI affirme que la mise à
jour de ses conditions d’utilisation vise à apporter de la
clarté et à permettre des discussions autour de l’utilisation
de  leurs  outils,  qui  sont  désormais  utilisés  à  l’échelle
mondiale par des utilisateurs ordinaires.

Cependant, des voix s’élèvent pour alerter sur les dangers
potentiels liés à l’utilisation de l’IA à des fins militaires,
mettant en garde contre les risques d’opérations imprécises et
biaisées qui pourraient aggraver les dommages et les victimes
civiles.

En conclusion, cette modification des conditions d’utilisation
de  ChatGPT  ouvre  des  perspectives  inédites  quant  à
l’utilisation de l’IA à des fins militaires, suscitant des
débats intenses sur l’éthique et les conséquences potentielles
de ces nouvelles orientations d’OpenAI.
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