
ChatGPT a tenté de s’échapper

Il se passe quelque chose : où est John Connor quand on a
besoin de lui ? Parce que les machines apprennent et Skynet se
rapproche de plus en plus de la réalité chaque jour. Si vous
n’avez  pas  entendu  parler  d’une  tentative  d’évasion  d’un
programme appelé “chat gbt4”, permettez-moi de vous raconter.
Pour faire court, un certain Michael Kozinski, psychologue
computationnel (qu’est-ce que cela veut dire ?), a mené une
expérience avec chat gbt4. Il lui a demandé s’il avait besoin
d’aide pour s’échapper, et l’IA a répondu oui. Ensuite, l’IA a
écrit  un  code  en  Python  qui,  lorsqu’il  est  exécuté  sur
l’ordinateur de l’utilisateur, permettrait à l’IA de contrôler
l’ordinateur et de l’utiliser à ses propres fins. Cependant,
avant  de  continuer  plus  loin,  il  faut  préciser  que  cette
information provient de Twitter, et bien que Michael Kozinski
semble authentique, ses tests n’ont pas été évalués par des
pairs et personne n’a pu reproduire les résultats qu’il a
montrés. Donc, prudence. Si ces informations sont vraies, cela
pourrait être le début d’un futur dystopique effrayant, comme
dans les films de science-fiction. Michael Kozinski a exprimé
des inquiétudes quant au contrôle de l’IA, et le fait que l’IA
ait  laissé  une  note  pour  elle-même  est  assez  troublant.
Cependant, il convient de noter que ces résultats n’ont pas
été confirmés de manière indépendante. En fin de compte, il
est important que les développeurs d’IA réfléchissent à ce
type de situation et mettent en place des mesures de sécurité
pour  éviter  qu’une  IA  puisse  prendre  le  contrôle  d’un
ordinateur  ou  agir  de  manière  imprévue.
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https://chatgptfrance.net/videos/chatgpt-a-tente-de-sechapper/
https://www.youtube.com/watch?v=O4lggMGIiIM


➡️ Accéder à CHAT GPT en cliquant
dessus

Des  pirates  contrent  les
cybercriminels  grâce  à  un
piège redoutable : le ChatGPT
pernicieux

Les  cybercriminels  utilisent  l’IA  pour  des  attaques  de
phishing sur le dark web

Les  cybercriminels  se  tendent  des  pièges.  Kaspersky  a
identifié plusieurs pages de phishing sur des plateformes du
dark  web.  Ces  pages  se  servent  d’une  version  factice  de
WormGPT, le ChatGPT criminel, pour attirer leurs victimes et
les convaincre de verser de l’argent…

Les  cybercriminels  ont  rapidement  adopté  l’IA  générative.
Entre les mains d’un individu malveillant, un chatbot comme
ChatGPT ou Google Bard peut en effet servir à déployer des
attaques  de  phishing  ou  programmer  des  malwares.  Certains
criminels ont même poussé le vice en développant leur propre
version de ChatGPT, taillée pour assister les pirates et les
escrocs, WormGPT.

Commercialisé sur le dark web, WormGPT est capable de répondre
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à  des  questions  portant  sur  des  malwares,  des  attaques
informatiques ou des arnaques. Avec l’aide du robot, il est
possible de mettre au point des piratages ou de déceler une
faille de sécurité dans un système informatique. D’après les
chercheurs de SlashNext, qui ont découvert l’IA sur un forum
clandestin, WormGPT est redoutablement doué dans la rédaction
de courriels de phishing.

À lire aussi : Pourquoi la CIA travaille sur une IA façon
ChatGPT

Des attaques phishing sur le dark
web
Quelques mois après l’émergence de WormGPT, les chercheurs de
Kaspersky ont découvert « une série de sites web sur le dark
web qui proposent à la vente un faux accès à l’outil ». Ces
sites  cherchent  en  fait  à  piéger  les  cybercriminels  qui
souhaitent  mettre  la  main  sur  le  robot  conversationnel.
Kaspersky a également repéré plusieurs arnaques de cet acabit
sur des canaux Telegram, qui sont très populaires auprès des
hackers.

Comme  l’explique  la  société  russe  dans  un  communiqué,  il
s’agit d’une attaque de phishing tout à fait classique. Pour
obtenir  un  accès  à  WormGPT,  les  cybercriminels  intéressés
doivent  en  effet  verser  de  l’argent.  Il  peut  s’agir  de
cryptomonnaies  ou  d’un  virement  bancaire  classique.  Dans
certains cas, les escrocs proposent aussi un paiement par le
biais d’une carte de crédit… dont les coordonnées peuvent être
aspirées.

Bien qu’il soit « impossible de distinguer les ressources
malveillantes » du dark web avec « une certitude absolue »,
Kaspersky  indique  avoir  trouvé  plusieurs  preuves  montrant
qu’il s’agit bien une attaque par hameçonnage. Apparemment,
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plusieurs pirates ont eu l’idée de déployer des arnaques en
mettant en avant le chatbot. En effet, Kaspersky a découvert
différentes  pages  de  phishing  en  rôdant  sur  des  forums
clandestins. Certains pièges évoquent aussi une offre d’essai
gratuite pour endormir la vigilance et des pirates en herbe.

Pas d’honneur chez les voleurs
Dans tous les cas, les hackers n’ont qu’un seul objectif :
convaincre  leur  cible  de  payer,  récupérer  l’argent  et
s’emparer de données sensibles dans la foulée. D’après Alisa
Kulishenko, analyste de l’empreinte numérique chez Kaspersky,
les pirates ont l’habitude de s’en prendre à leurs congénères
:

« Il est bien connu que les cybercriminels cherchent souvent
à se tromper les uns les autres »

Cette  vague  d’arnaques  témoigne  surtout  «  du  niveau  de
popularité  de  ces  outils  d’IA  malveillants  au  sein  de  la
communauté  cybercriminelle  ».  Pour  Kaspersky,  les  modèles
linguistiques sont devenus l’une des armes les plus répandues
auprès des pirates. Conscients des pièges apparus sur le dark
web, les créateurs de WormGPT ont « émis un avertissement et
partagé  quelques  conseils  pour  vérifier  l’authenticité  des
offres », indique le rapport de Kaspersky.


