Les bots assistés par ChatGPT
pullulent sur 1les réseaux
soclaux

Pour de nombreux utilisateurs, parcourir les fils d’actualité
et les notifications des médias sociaux revient a patauger
dans 1la boue. Une nouvelle étude identifie 1 140 robots,
assistés par 1'IA, qui diffusent des informations erronées sur
X (anciennement Twitter) concernant les sujets de crypto-
monnaies et de blockchain.

Cependant, les chercheurs ont constaté que les comptes de bots
qui publient ce genre de contenu peuvent étre difficiles a
repérer. Les comptes robots utilisent ChatGPT pour générer
leur contenu et sont donc difficiles a distinguer des comptes
réels. Cela rend cette pratique encore plus dangereuse pour
les victimes.

Les comptes robots alimentés par 1’'IA ont des profils qui
ressemblent a ceux de vrais humains, avec des photos de profil
et une description liée a la cryptographie et a la blockchain.
Ils publient régulierement des messages générés par 1'IA,
affichent des images volées, répondent aux messages et les
retweetent.

Les chercheurs ont découvert que les 1 140 comptes de robots
Twitter appartenaient au méme botnet social malveillant,
surnommé “fox8”. Il s’'agit d’un réseau de comptes zombies,
controlés de maniere centralisée par des cybercriminels.

Les robots a intelligence artificielle générative imitent de
mieux en mieux les comportements humains. Cela signifie que
les outils traditionnels de détection de bots, tels que
Botometer, ne sont plus suffisants. Dans 1’'étude, ces outils
ont eu du mal a différencier entre les contenus générés par
des robots et ceux générés par des humains. Cependant, un
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classificateur d’'IA développé par OpenAl a réussi a identifier
certains tweets provenant de bots.

Comment repérer les comptes de
robots ?

Les comptes de robots sur Twitter présentent des comportements
similaires. Ils se suivent mutuellement, utilisent les mémes
liens et hashtags, publient un contenu similaire et
interagissent entre eux.

Les chercheurs ont étudié en détail les tweets des comptes de
robots a 1'IA et ont trouvé 1 205 tweets révélateurs.

Parmi ceux-ci, 81 % contenaient la méme phrase d’excuse : “Je
suis désolé, mais je ne peux pas répondre a cette demande car
elle viole la politique de contenu d’OpenAI sur la génération
de contenu nuisible ou inapproprié. En tant que modele de
langage d’'IA, mes réponses doivent toujours étre respectueuses
et appropriées pour tous les publics.”

L’utilisation de cette phrase suggére que les robots ont pour
instruction de générer du contenu préjudiciable en violation
des politiques d’OpenAl.

Les 19 % restants ont utilisé une variante du langage “En tant
que modele de langage d’'IA”, dont 12 % ont précisément déclaré

“En tant que modele de langage d’'IA, je ne peux pas haviguer
sur Twitter ou accéder a des tweets spécifiques pour fournir
des réponses.”

Le fait que 3 % des tweets postés par ces robots renvoient a
l'un des trois sites web (cryptnomics.org, fox8.news et
globalconomics.news) constitue un autre indice.

Ces sites ressemblent a des sites d’information normaux mais
présentent des signaux d’alerte notables, tels que le fait
qu’ils ont tous été enregistrés a peu pres au méme moment en



février 2023, qu’'ils utilisent des pop-ups invitant les
utilisateurs a installer des logiciels suspects, qu’'ils
semblent tous utiliser le méme theme WordPress et que leurs
domaines renvoient a la méme adresse IP.

Les comptes de robots malveillants peuvent utiliser des
techniques d’autopropagation dans les médias sociaux en
publiant des liens contenant des logiciels malveillants ou du
contenu infectieux, en exploitant et en infectant les contacts
d’un utilisateur, en volant les cookies de session des
navigateurs des utilisateurs et en automatisant les demandes
de suivi.

Source : “ZDNet.com”

La stratégie 1intrigante
d’Elon Musk révélée : Initiée
par ChatGPT ?

Elon Musk est connu pour ses positions contradictoires
concernant l’intelligence artificielle (IA). Dans une lettre
ouverte en 2017, il a appelé a une pause dans
l'expérimentation de 1'IA en raison des risques liés a sa
progression rapide. Il a souligné les problemes de sécurité,
notamment les arnaques et la création de fausses nouvelles. De
plus, il a mis en garde contre les dangers pour l’emploi des
populations.

Cependant, récemment, Musk a investi des millions de dollars
dans des outils d’IA pour un nouveau projet, ce qui semble
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contradictoire avec sa position précédente. Il a également
fondé Neuralink, une entreprise qui vise a développer des
implants cérébraux pour améliorer 1’humain. Malgré ses
avertissements sur les risques de 1’'IA, Musk semble persister
dans ses propres projets 1liés a cette technologie. Cela peut
sembler paradoxal, mais cela montre aussi la complexité de son
approche envers 1'IA.

I1 a également fondé OpenAI, une organisation a but non
lucratif visant a mettre 1'IA au service de 1'humain, bien
qu’il ait critiqué Mark Zuckerberg pour ses ambitions en
matiere d'IA. En fin de compte, les véritables objectifs de
Musk concernant 1'IA restent ambigus et suscitent le débat.
Source : Ludo Salenne | Date : 2023-04-18 15:52:33 | Durée
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